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\ People can discover new problem solving strategies on their own, without help from a teacher, text
or other source. Many machine learning programs exist that discover strategies under similar conditions.
Do we now have a suffplent seta computational models for understanding human strategy discoveries?
This paper presents a fnusu--1"etailed analysis of a human problem solving protocol that uncovers 10
cases of strategies being discovered. It is argued that most cases are adequately modeled by existing
machine learning techniques, and several are not, which suggests some interesting research problems
for machine learningk

The claims are backed by a line-by-line simulation of the protocol using the Teton system (VanLehn
& Ball, 19??; VanLehn, Ball & Kowalski, 1988), a descendent of Sierra (VanLehn, 1987; VanLehn, 1983).
Some of Teton's strategy discoveries are provided by the user, as the technology for mechanizing them is
not yet understood. This paper will not present Teton or its simulation of the protocol, since that
information is available elsewhere (VanLehn, 1989). Instead, it will present the gist of the analysis, and
point oIt its implications for machine learning.

The paper has five parts. After a brief discussion of the methods of the analysis and the protocol,
the protocol analysis is presented in enough detail to allow evaluation of the accuracy of the empirical
claims. A subsequent section classifies the cases of strategy discovery found in the data are classified
according to standard machine learning concepts. The last section indicates which types of learning
exhibited by the subject have not yet been exhibited by machine learning systems. This leads to the view
that strategy acquisition by a competent human is like scientific theory formation, with the attendant tasks
of experiment design..and-t, noticing of serendipitous events, and even Eurisko-like
hypothesis generatior (Lenat & Brown, 1984)L_,Although current machine learning models of strategy
acquisition seem pale by comparison, there seems to be nothing stopping us' from building machine
learning systems with human-level capabilities for strategy discovery
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People can discover new problem solving strategies on their own, without help from a teacher, text
or other source. Many machine learning programs exist that discover strategies under similar conditions.
Do we now have a sufficient set of computational models for understanding human strategy discoveries?
This paper presents an unusually detailed analysis of a human problem solving protocol that uncovers 10
cases of strategies being discovered. It is argued that most cases are adequately modeled by existing
machine learning techniques, and several are not, which suggests some interesting research problems
for machine learning.

The claims are backed by a line-by-line simulation of the protocol using the Teton system (VanLehn
& Ball, 19??; VanLehn, Ball & Kowalski, 1988), a descendent of Sierra (VanLehn, 1987; VanLehn, 1983).
Some of Teton's strategy discoveries are provided by the user, as the technology for mechanizing them is
not yet understood. This paper will not present Teton or its simulation of the protocol, since that
information is available elsewhere (VanLehn, 1989). Instead, it will present the gist of the analysis, and
point out its implications for machine learning.

The paper has five parts. After a brief discussion of the methods of the analysis and the protocol,
the protocol analysis is presented in enough detail to allow evaluation of the accuracy of the empirical
claims. A subsequent section classifies the cases of strategy discovery found in the data are classified
according to standard machine learning concepts. The last section indicates which types of learning
exhibited by the subject have not yet been exhibited by machine learning systems. This leads to the view
that strategy acquisition by a competent human is like scientific theory formation, with the attendant tasks
of experiment design and interpretation, noticing of serendipitous events, and even Eurisko-like
hypothesis generation (Lenat & Brown, 1984). Although current machine learning models of strategy
acquisition seem pale by comparison, there seems to be nothing stopping us from building machine
learning systems with human-level capabilities for strategy discovery.

1. Methodological preliminaries
In protocol data, subjects rarely announce that they have discovered of a new rule or concept,

which has has led to the impression that human learning is mostly a gradual, automatic compilation of
productions (Anderson, 1983) or chunks (Newell, 19??) from knowledge obtained by reading or hearing
instructions. Although such mechanisms surely exist in the human cognitive architecture, and may in fact
be the only underlying mechanisms for storing new items in long term memory, there are a number of
phenomena that they do not explain. For instance, some people learn much more quickly than others --
how can this occur if they all have the same cognitive architecture? A common view is that better learners
have strategies that they habitually use to detect deficiencies in their knowledge and seek remedies. For
instance, Chi et al. (in press) have shown that good students studying physics examples try to explain the
example to themselves whereas poor students merely rehearse or paraphrase the example. This higher
level view of learning, which emphasizes the more-or-less conscious application of learning strategies, is
the major pretheorical bias in the present investigation.

The protocol analysis is founded on the assumption that learning events (i.e., the application of a
learning strategy) are much more common in human behavior than has previously been supposed, but
subjects rarely mention them. Instead, they show up mostly as pauses in the protocol data. Thus, it
takes detailed, line-by-line analysis and computer simulation in order to detect the abrupt, but subtle shifts
in strategy that characterize the acquisition of a new strategic rule. Line-by-line analysis is extremely
tedious and rarely used. Although Newell and Simon (1972) used this method to analyze problem solving
(they specifically ignored learning), it has not appeared in the cognitive science literature since then. In
part, this research demonstrates the feasibility of using line-by-line analysis for locating learning events.
This gives the fieiu of machine learning a tool for determining which of its many techniques for learning
correspond to human learning, and more importantly, for uncovering fcats of hlman learning that cann-,:
yet be duplicated by maiines. Although machines can learn more than they ever did, humans are still
better learners than machines (or at least, the good human learners are).

A simple task domain, the Tower of Hanoi was chosen for two reasons. Although the long-term
objective is to study events in the learning of physics (VanLehn, 19??a), there was enough uncertainty
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about the feasibility of using line-by-line simulation to uncover learning events that a simpler task domain
was chosen for initial investigation. Secondly, Anzai and Simon (1979) published a Tower of Hanoi
protocol that exhibits significant amounts of learning and has unusually clear verbal statements by the
subject. Their analysis of the protocol summarized the main strategies of the subject, but it did not locate
the exact places in the protocol where strategic knowledge was acquired. This data is ideal for testing the
feasibility of the analysis method, for if the method fails on these data, there is no hope for it on the
physics protocols. Fortunately, the method did not fail, and we now have a preliminary list of learning
events.

2. The protocol
In order establish a context for discussing the learning events, the overall structure of the protocol

needs to be presented. Throughout, the original line numberings and nomenclature of Anzai and Simon
(1979) will be used so that readers may refer back to the published protocol for details. The pegs of the
puzzle are labeled A, B and C, and the disks are numbered according to their size, with 1 being the
smallest disk. The initial state of the puzzle has disks 1 through 5 on peg A. The goal is to get them all on
peg C, subject to the constraints that a larger disk may never be placed on a smaller disk and only one
disk may be moved at a time.

The protocol, which lasts 90 minutes, is divided into four major episodes. During episode 1, the
subject starts solving the puzzle but gets the initial move wrong and eventually gives up. During episode
2, the subject deliberately selects the other legally possible initial move, and succeeds in solving the
puzzle along the optimal solution path. However, she struggles at many points to find the correct move,
apparently because she is looking ahead several moves in her mind's eye in order to evaluate moves
before making them. She is apparently not satisfied with this strategy, so during episode 3, she embarks
on a "experiment," wherein she successively solves increasingly larger versions of the puzzle. She starts
by solving the trivial puzzle that has just one disk on peg A. Then she solves the puzzle whose initial state
has two disks on peg A, and so on. Most of her learning occurs during this episode, and she emerges
with a clear strategy based on recursive subgoaling. She seems quite satisfied with this, and only solves
the puzzle again, in episode 4, because the experimenter asks her to. Nonetheless, a subtle strategic
shift occurs during episode 4.

3. The learning events
At the end of the protocol, the subject has, according to our analysis, the rules shown in table 3-1.

If the rule was acquired during the protocol, the line number of the rule's learning event appears in
brackets after the rule. The first six rules form a "partial" strategy that develops early and is used
throughout the rest of the protocol. This strategy uniquely determines 26 of the 31 moves along the
subject's path. At each of the other 5 moves (moves 1, 5, 9, 17 and 25), the strategy is ambiguous, and
allows the subject a choice of two legal disk movements. For easy future reference, let use call moves
1,5, 9, 17 and 25 the major moves of the solution path, and use minor move to refer to the other 26
moves. The first six rules will be called the minor move strategy. All the other rules are used for
determining major moves. The major moves are where we see the largest number of learning events as
the subject invents increasingly more effective strategies for making the major moves.

The next few sections discuss the rules of table 3-1 and characterize their learning events in some
detail. The casual reader may which to skip ahead to the section "classification of the learning events."

3.1. The Initial rules
The subject seems to acauire rules 1 through 4 by reading the instructions to the puzzle, because

these rules are used without comment at the first possible occasion where they can be applied. Notice
that rule 4 is common sensical: if something is in the way, move it out of the way. However, it contains
the seeds of strategies that the subject eventually learns. Rule 4, however, applies only when a single
disk is blocking the move. The later strategies apply no matter how many disks are blocking the move.
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1. Achieve the top level goals of the puzzle in the following order: get disk 5 to C, get disk 4 to
C, get disk 3 to C, get disk 2 to C and get disk 1 to C.

2. Do not move the same disk on consecutive moves.

3. If there is a choice of where to put disk 1, and disk 2 is exposed, then put disk 1 on top of
disk 2, thus creating a small pyramid.

4. If the goal is to move a given disk fron a given peg to another given peg, and there is
exactly one disk blocking the move, then get that blocking disk to the peg that is not
involved in the move.

5. Before working on achieving any of the top level goals,-get disk 4 to peg B. [121

6. If the goal is to move a given disk from a given peg to another given peg, and the two-high
pyramid is blocking the move, then get disk 1 to one of the two pegs involved in the move
(thus allowing disk 2 to move out of the way of the move). [30-34]

7. If the goal is to move disk 2 from peg A to peg C, and disk 1 is on peg A, then move disk 1
to the peg that is not involved in the move. [78]

8. If the goal is to move disk N from peg A to peg C, and disk N-1 is on peg A, then get disk
N-1 to the peg that is not involved in the move. [82]

9. If the goal is to move disk N from peg A to a given peg, and disk N-1 is on peg A, then get
disk N-1 to the peg that is not involved in the move. [84]

10. If the goal is to move disk N from a given peg S to a given peg T, and disk N-I is on S, then
get disk N-1 to the peg that is not involved in the move. [99]

11. If the goal is to move a given disk from a given peg to another given peg, and disk D is the
largest disk blocking the move, then get D to the peg that is not involved in the move.[1211

12. If the goal is to move a given pyramid from a given peg to another given peg, and pyramid
P is the largest pyramid blocking the move, then get P on the peg that is not involved in the
move.[ 179]

Table 3-1: Rules used by the subject during the protocol

3.2. Learning rule 5
Rule 5 seems to be acquired at lines 11-12. At line 11, the subject has gotten the puzzle into the

state [45,123,1. (This notation means that disks 4 and 5 are on peg A, disks 1, 2 and 3 are on peg B,
and peg C is empty.) In lines 11-13, she says "So then, 4 will go from A to C. And then.... um..., oh....
um.... I should have placed 5 on C." During the long pause, the subject seems to realize that placing disk
5 on peg C means that disk 4 has to go to peg B first. She does not seem to form a general recursive
subgoaling rule (that comes later), but instead changes her representation of the goals for the puzzle by
prefixing the goal of getting disk 4 to peg B. This explains why she is operating with that goal at lines
30-34. In episodes 3 and 4, at the lines parallel to this move (119-124 and 173-174, respectively), where
she is using her new recursive subgoaling strategies, she starts with the goal of getting 4 to B, rather than
the goal of getting 5 to C. This makes it seem quite likely that she has merely "rotely memorized" the
4-to-B goal rather than forming a general, recursive rule.

The acquisition of the 4-to-B goal seems to be triggered by an impasse.1 Just after moving from
state [45,123,] to [5,123,4], the subject appears to get stuck. One explanation of this impasse is that she
focuses on the goal of putting disk 5 on peg C in the state [5,123,4] where only disk 4 blocks the move.
This triggers her common sense rule about moving an object out of the way (rule 4), so she formulates
the subgoal of moving disk 4 to peg B. This subgoal cannot be immediately achieved, because peg B is
occupied by smaller disks than 4. Thus, she is at an impasse.2
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The subject's comment, "I should have placed 5 on C," sheds no light on the type of reasoning she
is during this learning event. Since this is her first experience with the puzzle, and similarity-based
learning works best when the learner has multiple events to generalize over, it is slightly more plausible
that she uses explanation-based learning here. For instance, she could have reasoned:

" Because getting disk 4 out of the way on B will always be a subgoal of moving disk 5 from A
to C (by rule 4),

" and because moving disk 5 to C is always the first top level goal to be achieved in the
five-disk puzzle (by rule 1),

" it follows that moving disk 4 to B is a prerequisite to achievement of any of the top level goals
of the five-disk puzzle.

Whether or not the subject makes this deduction is unclear from the protocol. However, it is fairly clear
that she does it in response to an impasse.

3.3. Learning rule 6
Rule 6 is "If the goal is to move a disk from one peg to another, and the two-high pyramid is

blocking the move, then move disk 1 to one of the pegs involved in the move so that disk 2 can move out
of the way." The subject seems to acquire this rule at lines 30-34. This is the first occasion in the whole
protocol where a two-high pyramid is blocking a desired move. As we shall see in a moment, she does
not handle the problem smoothly, indicating that the rule had not been acquired prior to lines 30-34. After
line 34, there are many occasions for rule 6 to apply, and it seems to be involved in most of them. After
line 34, there are 3 occasions in episode 2 where the rule could apply. On 2 of them (lines 43 and 58),
the subject utters only the perfunctory X-irom-Y-to-Z comment. On the last one (line 63), the subject says
"This time, if I think of 3 on C, that will be good, so 1 will go from A to C." Thus, on all three occasions, the
subject seems to execute rule 6 with no difficulty. There are 9 more occasions later in the protocol where
rule 6 could apply. However, rule 6 competes with the subgoaling strategy for command of these moves.
On four of the moves (lines 92, 136, 148 and 184), the subject utters the usual X-from-Y-to-Z comment,
which can be interpreted as the firing of rule 6. On the remaining five moves (lines 79-85, 96-101,
153-155, 204-205 and 210-212), the subject makes the usual comments appropriate for the recursive
subgoaling strategies (i.e., lines 153-155: "3 naturally has to go here, so, for that, 2 has to go to B. So 1
will go from A to C."). In summary, the evidence for rule 6 being learned at lines 30-34 is that it could not
have been learned earlier and it seems to be used regularly thereafter.

Let us now see what the subject says during this critical segment in order to infer how she learned
rule 6. (In this and subsequent excepts from the protocol, the state of the puzzle is shown in the first
column.) The segment where rule 6 is learned is:
[45,12,3] 30. And so I'll place 1 from B... to C.

31. Oh yeah! I have to place it on C
32. Disk 2... no, not 2, but I placed 1 from B to C... Right?
33. Oh, I'll place 1 from B to A. (Experimenter: Go Ahead.)

[145,2,3] 34. Because... I want 4 on B, and if I had placed 1 on C from B,
it wouldn't have been able to move.

Apparently, the subject has the goal of moving disk 4 from A to B (line 34), just as rule 5 predicts.
However, that move is blocked by the two-high pyramid on peg B. She starts by applying rule four, which
moves a blocking disk out of the way (line 30). She imagines that she has moved disk 1 from B to C but
does not actually move it.3 Line 31 seems to be a repeat of the inference that a blocking disk must be
moved out of the way. Repeating an inference is common in protocol data (see Newell and Simon,
1972). At line 32, she continues looking ahead in her mind's eye, visualizing where she will put disk 2.
Disk 2 can only move to peg A, which means that disk 4 is now blocked by two disks. She seems to
reach an impasse at this point. Her resolution of the impasse comes in line 33, where she backs up to
her earlier decision about where to move disk 1. She reverses her decision, and moves disk 1 to peg
A. In line 34, she double-checks her reasoning. Line 34 seems to be where she forms rule 6.

If this interpretation of the protocol is correct, then the acquisition of rule 6 is triggered by an
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impasse. The impasse is caused by taking two moves (or rather, visualizing them) in order to get disk 4
free to move to B, then discovering that disk 4 is still blocked.

The type of reasoning going on after the impasse is clear enough, but it is unclear how to classify it.
The subject first applies the repair strategy of backing up to a previous choice point and taking the other
choice (the back-up repair of Repair Theory -- Brown and VanLehn, 1980; VanLehn, 1983; VanLehn, in
press). This results in moving 1 to A. After that, she re-examines her reasoning in line 34. However,
because neither her repair strategy nor her re-examination of the repair are based on any domain-specific
rules, this type of reasoning does not qualify as explanation-based learning. On the other hand, it is
clearly not similarity-based learning, which would involve looking for similarities and dissimilarities across
several situations. So neither of the standard classifications for learning events seems to fit the subject's
reasoning.

On the other hand, the subject's reasoning fits beautifully with a type of learning conjectured by
Brown and VanLehn (1980) and modeled by Sierra (VanLehn, 1983; VanLehn, 19??b). They conjectured
that subjects would sometimes acquired stable buggy procedures by applying a repair strategy and then
storing the results in memory in such a way that the next time this impasse occurred, exactly the same
actions would be taken. Brown and VanLehn called this type of learning patching, because that is a term
computer programmers use for fixing a program in an unprincipled, superficial way. This learning event
seems to be a clear case of patching. The subject executes a repair strategy, then looks over the results.
Apparently, this suffices to form a stable rule (rule 6).4

3.4. Learning disk subgoallng: Rules 7 through 11
In its most general form, the disk subgoaling strategy is: if the goal is to move a disk from a given

peg to another peg, and disk D is the largest disk blocking the move, then get disk D to the peg that is not
involved in the move. This strategy is recursive, and a specialization of operator subgoaling, a venerable
weak method. As an illustration of the strategy's operation, at lines 108-114 the subject says, when
planning the initial move of the five disk puzzle, "5 will have to go to C, right? So 4 will be at B. 3 will be at
C. 2 will be at B. So 1 will go from A to C." and then makes her initial move, which is to place disk 1 on
peg C. This strategy is called disk subgoaling in order to distinguish it from a similar recursive strategy,
discussed later, that uses pyramids instead of disks as the objects being reasoned about.

There is no evidence of the disk subgoaling strategy in episode 2, but by the time the subject starts
on the five-disk puzzle in episode 3, there is ample evidence of the strategy (the lines just quoted are the
first move of five-disk puzzle's solution in episode 3). The strategy seems to develop during the first part
of episode 3, while the subject is engaged in her experiment of trying to solve towers of increasing height.

The acquisition of the strategy takes five learning events. The first one generates an initial version
of the rule (rule 7), and the subsequent learning events generalize it, eventually prod icing a fully general
strategy (rule 11). The subject begins by setting up the trivial one-disk puzzle and solving it, saying:

[1,,_] 76. First, it I think of it as only one disk, 1 could go from A to C, right?
Nothing seems to be learned from this experiment, so she sets up the two-disk puzzle and solves it,
saying:

77a. But, if you think of it as two disks,
[12,_, 77b. this will certainly go as 1 from A to B
[2,1,1 77c. and 2 from A to C,
L,1,21 77d. then 1 from B to C.
L,, 12] 78a. That...

78b. that anyway, 2 will have to go to the bottom of C,
78c. naturally I thought of 1 going to B.

At line 77a, she is setting up the puzzle. In 77a, 77b and 77c, she solves the puzzle smoothly, apparently
by applying the minor move strategy. However, she does not proceed immediately to solving the three
disk puzzle, but pauses at line 78a and reflects on what she has just done.
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Apparently, the subject is not just solving these puzzles for the sake of practice or amusement.
Rather, she seems to have a plan that consists of solving each version of the puzzle then reflecting on
the solution in order to find a better solution strategy (or just understand 'he puzzle better). Moreover, the
subject has deliberately varied the number of disks in the puzzle (she could, for instance, have varied the
starting peg instead). This suggests that she is looking for a rule that is independent of the number of
disks in the puzzle and of the identity of particular disks. For instance, her rule for moving the two-high
pyramid out of the way (rule 6) is exactly the kind of rule she wants to avoid, for it mentions particular
disks. In a moment, evidence will be presented that she is deliberately ignoring rule 6 throughout this
section of the protocol, probably because she wants to find a more powerful rule.

Her reflection at line 78a results in the comments at 78b and 78c. The word "naturally" indicates
that she see a connection between moving 1 to B and the goal of getting 2 on C. Although it could be that
this connection comes from rule 4, the subsequent protocol evidence indicates that this is the beginning
of the acquisition of the disk subgoaling strategy. !n particular, she seems to form the following rule (rule
7): "It the goal is to move disk 2 from peg A to peg C, and disk 1 is on peg A, then move disk 1 to the peg
that is not involved in the move." This is a very specific rule, which she later generalizes. Indeed, it is so
specific that to call it a rule is a little presumptuous. Perhaps it should be called a "noteworthy
experience" or a "situated rule."

In lines 79 through 85, the subject seems to make two attacks on the three-disk puzzle:

[123,] 79. So if there were three... yes, yes, now it gets difficult.
90. Yes, it's not that easy...
81. ... this time, 1 will...
82. Oh, yes, 3 will have to go to C first.
83. For that, 2 will have to go to B.
84. For that, urn... 1 will go to C.
85. so, 1 will go from A to C.

Her first attack lasts from lines 79 to 81. She is probably working on the goal of moving the largest disk,
disk 3, to peg C, as that is the goal selected by rule 1. However, she seems to suffer an impasse. This
indicates that that she did not learn a fully general version of the disk subgoaling strategy back at line 78,
since that would successfully reduce her goal and thus avoid the impasse. It also indicates that she is not
using rule 6, because that rule readily applies to the state [123,_,J and thus avoids the impase. This is
consistent with her supposed policy of ignoring rule 6 in order to find a more powerful rule.

How she handles the impasse is somewhat unclear. Since she mentions disk 1 in line 81, it may
be that she is trying to look ahead in her mind's eye in order to determin, which of the two legal moves of
disk 1 leads to a goal. Since the solution path is 7 moves long for this puzzle, that attempt fails.

Regardless of the nature of her first attempt at resolving the impasse, her second attempt is to
generalize the "situated rule" (or noteworthy experience, or whatever), and that attempt succeeds. At line
82, she says "Oh, yes," and proceeds to produce a classic disk goal-subgoal utterance. This suggests
that she has generalized the situated rule of line 81 by substituting variables for the disk names, yielding
rule 8: "If the goal is to move disk N from peg A to peg C, and disk N-1 is on peg A, then get disk N-1 to
the peg that is not involved in the move." This rule applies to the state [1 23,_,j, whereas rule 7 does not.
In short, lines 79-82 constitute a case of impasse-driven generalization of an existing rule.

At line 84, the subject pauses. This is consistent with the assumption that her rule was generalized
by replacing the disk names with variables and leaving the peg names alone. Since the goal at line 84 is
to move disk 2 from peg A to peg B, and rule 8 specifies "If the goal is to move disk N from peg A to peg
C...," the rule does not immediately apply. This suggests that the pause at line 84 is due to an impasse,
followed by another slight generalization of the rule. The rule produced by this learning event, rule 9, is: "If
the goal is to move disk N from peg A to X, and disk N-1 is on peg A, then get disk N-1 to the peg that is
not involved in the planned move." =

At this point, the subject seems to have acquired an initial version of the disk subgoaling strategy.
The strategy is highly specific in that it only works when the goal disk and the blocking disk are both on
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peg A. The initial version of the strategy was acquired at line 78 via some kind of reflection. Twice it was
generalized in response to impasses. This rule is sufficiently general to allow impasse-free problem
solving of the three-disk puzzle and part of the four-disk puzzle. The rule fails to apply in the following
state:

L,1 23,4] 96. And then, again this will go from A... I will...
97. Wrong.... this is the problem and...
98. 1 will go from B to C...
99. For that, um... this time 3 from B, um... has to go on C, so...
100. For that, 2 has to go to A.
101. For that, 1 has to go back to C, of course.

It is not clear why the subject mentions peg A in line 96. Perhaps she makes a mistake in applying some
rule and catches herself at line 97. In the middle of line 97, she seems to start over. The lack of
subgoaling commentary indicates a use of rule 6 in the derivation of the correct move, announced at line
98. For some reason, she decides to redo that derivation, starting at line 99, using her new subgoaling
strategy. This is consistent with the proposal that the subgoaling strategy is invoked when the minor
move strategy is failing, or at least when it seems to be failing, as in this case. It could also be that she is
double-checking the old strategy against the new one. Any ay, for whatever reason, it is clear that she
begins to apply the new strategy at line 99.

However, the subgoaling rule will not imr ediately apply, because it is too specific. When we last
saw it, the rule was: "If the goal is to move disk N from peg A to X, and disk N-1 is on peg A, then move
disk N-1 to the peg that is not involved in the move." In this case, all the relevant disks are on peg B, so
the rule does not apply. An impasse-driven generalization of the rule seems to be the source of the
pauses in line 99. The new rule, rule 10, seems to be, "If the goal is to move disk N from peg Y to peg X,
and disk N-1 is on peg Y, then move disk N-1 to the peg that is not involved in the move." This
generalized rule is sufficient to produce the subgoaling seen in lines 99-101.

The subject finishes the four-disk puzzle and begins the five-disk puzzle uneventfully using a
combination of the minor move strategy and rule 10. However, overspecificity of the rule causes an
impasse during the following segment:

[2345,_,11 116. And then, 2 will go from A to B.
[345,2,1] 117. 1 will go back from B to C.[sic]
[345,12,_] 118. 3 will go from A to C.
[45,12,3] 119. For that, um.... this time, again .... as this time 4 will have to go to B...

120. Let's move back 1 from B to A ....
121. If 4 has to go from A to B, it means...
122. 2 will have to go to 3.
123. Because 1 will....
124. So, I will go back from B to A.

During lines 119-124, the subject waffles abc ,! using rule 6 of the minor move strategy. She seems to
apply it at line 120, because she goes directly from the goal 4-to-B to the move of 1 to A without mention
an intermediate subgoal. However, for some unknown reason (is she deliberately exercising her new
strategy?), she begins at line 121 to rederive the move using rule 10. However, the rule is too specific to
apply to the current situation. Rule 10 is "If the goal is to move disk N from peg S to peg T, and disk N-1 is
on peg S, then move the blocking disk to the peg that is not involved in the move." This rule fails to apply
for two reasons. First, the disk to be moved is disk 4 (i.e., N=4), but the largest blocking disk is only of
size 2, not 3, as required by the rule. Second, the rule applies only when the blocking disks are on the
same peg as the disk to be moved, but in the current situation, the blocking disks are on the peg B, which
is the destination of the 4-to-B move.

The pause at the end of line 121 seems to be an impasse where the rule ;s generalized to become
rule 11: "If the goal is to move a disk from one peg to another, and there are some disks blocking the
move, then move the largest blocking disk to the peg that is not involved in the move." This version is just
general enough to allow it to apply to the current puzzle state. Moreover, rule 11 is sufficiently general to
apply to all puzzle states. The subject has at last acquired the disk subgoaling strategy. She finishes the
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rest o! the five-disk puzzle without any major impasses.

Summary

By line 164, the subject seems to have acquired a correct. smoothly functioning disk subgoaling
strategy. She began the acquisition of it way back at line 78. That initial version of the rule seems to
have been very specific. This led to a succession of impasses (at lines 79, 84, 99, 121 and possibly 140),
each of which caused a slight generalization of the rule.

The first learning event, at line 78, was not triggered by an impasse. Rather, the subject S .-ems to
have adopted a plan of solving successive versions of the puzzle and deliberately examining their
solutions after each is made. The learning event at line 78 seems to be a case of doliberate reflection on
the solution of the 2-high puzzle. The subject's reasoning during this learning event is a case of
deduction. She says, "that anyway, 2 will have to go to the bottom of C, naturs ly I thought of 1 going to
B." Her first clause is an application of the general idea that when one wants to build a stack of things, the
one on the bottom must be placed first. Her second clause is an application of rule 4, which indicates
how to get a single disk out of the way of a desired move. Thus, the learning event is a case of
explanation-based learning triggered by a deliberate goal of reflecting on a solution.

The other learning events are all quite similar. They are triggered by impasses, and they produced
slightly more general versions of the rule. The reasoning here does not seem to be deductive, because
deduction could produce a fully general rule immediately. 6 The gradual increase in specificity, wher
each step removes or abstracts the fewest features necessary in order to get the r.,le to match the new
situation, is characteristic of induction. Indeed, exactly this policy of conservative generalization has been
obserad many times (e.g.. Hunt, Mahn & Stone, 1966; Smith & Medin, 1981; VanLehn, in press). So
these learning events seem to be clear cases of similarity-based learning.

3.5. Learning the pyramid subgoaling strategy
The pyramid subgoaling strategy is similar to th? disk subgoaling strategy, except that the subject

thinks in terms of pyramids instead of disks. A rule for pyramid subgoaling can be derived from rule 11 for
disk subgoaling by merely substituting "pyramid" for "disk," yielding rule 12: "If the goal is to move a
pyramid from a peg to another peg, and there are some pyramids blocking the move, then move the
largest pyramid to the peg that is not involved in the move."

The pyramid subgoaling strategy seems to be acquired somewhere in episode 4. At the first major
move of episode 4, the subject's subgoals are disks: "Because, 5, at the end, will go to C, so, so, 4 will
go to B. And then, 3 will go to C. And then, 2 will go to B, bo, 1 will go fr(,ir A to C." (lines 165-169). At the
last major move, her subgoals are pyramids: "Next, if the three at A go to C, I will be done. So first, the
top two disks will be moved to B. For that, I goes from A to C."

At the 5 major moves in episode 4, the subject uses disk-based subgoaling on the first one ,nes
164-169), rule 6 on the second one ,lines 173-174), and pyramid subgoaling on the rest. At the first
appearance of the pyramid subgoaling strategy, the subject says:

[5,4,123] 178. Next, 5 has to go to C, so...
179. I only need move three blocking disks to... B.
180. So, first...1 will go from C to B.

Aithough the pyramid strategy appears immediately after a pause at the end ci line 178, there is no
reason for an impasse to occur here because disk subgoaling will handle the situation perfectly. Indeed,
exactly the same puzzle state was handled by disk subgoaling in the preceding epi _de (lines 128-132).
This leads me to concur with Anzai and Simon (1979), who conc le:

The new strategy appears to have been arrived at less systematically--certainly with less awareness--
than the goal recursion strategy. Perha ,s it would not be misleading to call the learning process here
perceptual. The si,,iect learned to view the goals in a new way--requiring not the transfer of a succession
of disks but the transfer of a pyramid of disks. Unfortunately, in this task environment as in others that have
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been studied, the verbal protocols give us only the slightest hints of the perceptual processes and the
perceptual learning that may be going on. [pp. 127-128]

By the way, the analyses of Anzai and Simon agree with the analyses offered above, except that
they are less specific. See (VanLehn, 1989) for an explicit comparison.

Although the generation of the pyramid strategy seems to take place without awareness, the
subject seems to realize that it is a different strategy. On the major move just following the one where
she first exhibits the pyramie, strategy, the subject seems to explicitly compare its predictions with those of
the old strategy:

L,1234,5] 192. 5 is already at C, so...
193. I will move the remaining four from B to C...
194. It's just like moving four, isn't it?
195. So... I will have to move 4 from B to C...
196. For that, the three that are on top have to go from B to A...
197. Oh, yeah, 3 goes from B to At
198. For that, 2 has to go from B to C,
199. for that, 1 has to go from B to A.
200. So, 1 will go from B to A.

The subject seems to apply the pyramid rule in line 193 and 196, then notices that the disk rule yields the
same results (line 197). Thereafter, she applies the disk rule, although I strongly suspect that she is
checking its results against those of the pyramid rule as she goes.

In short, the triggering event and reasoning for the initial use of the pyramid rule are unknown,
although probably perceptual in character. The second use the strategy somehow triggers another
learning event, at line 197, where the subject more-or-less explicitly compares disk subgoaling with
pyramid subgoaling. Neither learning events corresponds to an application of standard machine learning
techniques.

4. Classification of the learning events
According to the analysis above, there are four major pieces of strategic knowledge acquired during

this protocol: (1) learning rule 5, which is that getting disk 4 on peg B is a prerequisite for the top level
goals of the puzzle, (2) learning rule 6, which moves two-high pyramids out of the way, (3) learning the
disk subgoaling strategy (rules 7 through 11), and (4) learning the pyramid subgoaling strategy (rule 12).
Each will be summarized in turn.

The analysis will be summarized along two dimensions: What triggers the learning event? What
types of reasoning occurs during the learning event?

The learning event for rule 5 is triggered by an impasse and the reasoning during it seems to be
deductive. The impasse occurs when the existing rules recommend moving 4 to B, but that move cannot
be made legally. The subject uses rule 4 to deduce that this goal will always be a prerequisite for
achieving the initial top level goal (moving 5 to C), so she adds 4-to-B as a top level goal. Thus, this
learning event can be classified as impasse-driven explanation-based learning.

Rule 6 also seems to be learned at an impasse. The impasse occurs because the existing rules do
not uniquely determine a move. The subject seems to search forward in her imagination in order to
ascertain which of the two proposed moves is better, then forms a rule that records what she has
discovered. This type of reasoning does not fil the classic mold of explanation-based learning, for there is
no sign of deduction from general rules. On the other hand, the reasoning is not much like similarity-
based learning, for there is no induction over multiple exemplars. The reasoning seems to best fit a type
of learning called patching, which was invented by Brown and VanLehn (1980) to explain how students
acquire stable buggy strateg'es by encoding the results of applying a repair strategy to an impasse. In
this case, patching led to the acquisition of a correct strategy rather than a buggy one. So this learning



10

event can be classified as impasse-driven patching.

The disk subgoaling strategy is acquired over a series of five learning events. The initial learning
event seems to be quite different from the subsequent ones. It occurs at line 78, while the subject is
reflecting on the solution she has just made to the two-disk puzzle. She seems to explain her move to
herself, deducing from general principles that it is an appropriate strategy in the given circumstances.
Thus, this learning event could be classified as explanation-based learning triggered by a deliberate plan
of reflecting on the solution of a simpler version of the puzzle.

It is fairly clear that the initial version of the rule is overly specific. At exactly the points where an
overly specific rule would fail to apply, the subject shows signs of impasses. There are four such
occasions. In all cases, she generalizes the rule just enough to get it to match the situation present at the
impasse. Thus, it takes four impasses to learn a fully general rule. This conservative, gradual
generalization of the rule seems to be a clear case of induction. So these four learning events can be
classified as impasse-driven similarity-based learning.

The pyramid strategy seems to appear without any impasse. It seems to appear in a fully general
form, which is characteristic of explanation-b2sed learning. However, explanation-based learning is not
indicated in this case since the pyramid rule is not a deductive consequence of the existing rules. As
Anzai and Simon suggested, it may be that the subject's learning is just the simple substitution of the
perceptually more salient feature of "pyramid" for "disk" in the old disk subgoaling rule. However, the
nature of protocol data makes it difficult to tell if their suggestion is correct. This learning event's
triggering and reasoning are unknown.

Oddly, on the subject's second use of the pyramid subgoaling rule, there seems to be a second
learning event. At line 197, she interrupts her use of the pyramid rule and starts using the old disk
subgoaling rule. This suggests that she is deliberately comparing the two strategy's execution by running
the disk subgoaling strategy overtly while covertly running the pyramid subgoaling strategy. While this
kind of reasoning is rational enough, it does not fit any of the established forms of learning in the machine
learning literature.

A major feature of the protocol, which has not yet been discussed, is the subject's "experiment" of
successively solving larger puzzles, presumably in order to find a general solution strategy. In a sense,
this whole experiment constitutes a sophisticated learning event. For instance, she did not just solve the
simpler puzzles, but seemed to pause after each in order to see if she could infer something from their
solution (and she succeeded, for this was how she found the initial version of the disk subgoaling
sVrategy). As more evidence for the sophistication of her experiment, there are signs that she deliberately
ignored rule 6 in order to find a more general rule. This was a fortunate choice, for rule 6, when used in
combination with rules 1 through 5, suffices to solve any puzzle smaller than five disks. Had she not
ignored rule 6, she m.y never have suffered the impasses that seem to be crucial for acquiring a general
rule. To my knowledge, no machine learning program has demonstrated such sophistication in its
approach to strategy acquisition.

The trigger for this extended learning event is not clear. The minor move strategy is not sufficient
to determine the initial move of the five-disk puzzle, so it might be an impasse that causes her to
implement the experiment. On the other hand, there is no sign of pauses or confusion prior to the
initiation of the experiment (lines 70-74). Instead, the experiment seems to be triggered by curiosity, for
the subject says "I wonder if I've found something new..." An interpretation for her behavior will be
offered in a moment.

5. Conclusions
With respect to triggering of learning events, current machine learning techniques suffice for 7 of

the 10 learning events. Six learning events are triggered by impasses, and one learning event (the
acquisition of rule 7, the initial version of the disk subgoaling strategy) seems to be triggered by a
deliberate goal of reflecting on a solution. Impasses and deliberate retrospection are well known
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techniques. For instance, Soar's learning is driven by impasses (Laird, Newell, & Rosenbloom, 1987) and
Prodigy's learning is driven by deliberate examination of its search tree (Minton et al., 1987; Minton et al.,
1989).

Of the three learning events whose triggering events do not correspond to standard machine
learning techniques, two seem quite similar. One learning everit is triggered by a desire to check a new
strategy by comparing its recommendation to the recommendation made by an older strategy. To my
knowledge, no machine learning program does this sort of checking, even though it would be easy to
implement. Another learning event, arguably the most important one in the whole protocol, seems to be
triggered by conjectural reasoning of some kind. After reflecting for a moment on her first successful
solution attempt, the subject says 'I wonder if I've found something new...." then begins her experiment of
solving successively larger versions of the puzzle. My guess is that the subject has developed a
conjecture of some kind involving the sizes of the disks. It is not at all clear from thc protocol what her
conjecture is, but whatever it is, it causes the subject to set up a classic Poylesque experiment of looking
for a pattern involving the sizes of the disks. In this respect, both this learning event and the previous one
treat the strategic knowledge base as a scientist treats a theory: a collection of solidly believed items
mixed with a few new conjectures whose truth is to be tested by experiment. Learning by
experimentation is being actively investigated by many machine learning researchers in the context of
discovering qualitative physical theories (e.g., Falkenhainer and Rajamoney, 1988; Langley et al., 1987),
mental models of complex devices (e.g., Dietterich and Buchanan, 1983) or properties of primitive
problem solving operators (e.g., Carbonell and Gil, 1987). This is the first hint of its applicability to the
discovery of problem solving strategies. The basic idea might also apply to planning and other design
tasks.

With regards to the type of reasoning that goes on during a learning event, again the standard
machine learning techniques suffice in most cases. There are two cases of explanation-based learning,
four cases of similarity based learning, and one case of patching. As just discussed, two further cases
involve designing and conducting little experiments. Thus, 7 of the 10 learning events correspond to
off-the-shelf techniques, and two more correspond to a technique that is under active development. That
leaves just one learning event to discuss. Rule 12, the rule for pyramid subgoaling, seems to be acquired
by simply substituting the concept "pyramid" for the concept "disk" in rule 11. This perturbation of the rule
seems to be completely unmotivated in that it does fix any kind of problem that she is currently
experiencing. Indeed, it is not clear whether it makes her overall strategy more or less efficient. Perhaps
she has a heuristic bias towards adoptions of new ideas, even if they seem to offer no improvement in
themselves, because such ideas might provide a stepping stone to development of ideas that do offer
improvements. This type of unmotivated perturbation to correctly functioning rules is reminiscent of
Eurisko (Lenat & Brown, 1984) and the genetic algorithms work (DeJong, 1988).

The overall picture one gets is that the subject is deliberately constructing a theory about Tower of
Hanoi strategies. When she detects a deficiency in her theory, usually in the form of an impasse, then
she attempts to rectify it using deduction, experimentation, induction, or if all else fails, a repair strategy.
She apparently has some "curiosity" demons preset to notice interesting events and propose an
exploration of them. She seems to have set the noise threshold, so to speak, on her cognitive system in
such a way that small perturbations are allowed to creep into the rules, which sometimes leads to
unanticipated improvements. Clearly, there is no machine learning system on earth that includes all
these styles of learning, and yet, there is nothing stopping us from building one.
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Notes
1An impasse is defined to be a situation where the immediately available knowledge is not sufficient

to uniquely determine the next action to be taken (Brown & VanLehn, 1980; Laird, Newell & Rosenbloom,
1986). Impasses are defined relative to a given problem solving architecture, which is Teton in this case,
and the knowledge represented in it. Since I am interested in learning events that are "visible to the
naked eye," so to speak, Teton's design and knowledge representation are oriented towards aligning
impasses with signs of visible distress by subjects, such as long pauses or negative self-monitoring
statements (e.g., "I'm lost.", "Huh?", "What do I do now?", or "Nuts!"). Such signs of distress may be
taken as an operational definition of a Teton impasse in lieu of running the simulation itself.

21t is not clear why she fails to get the impasse a moment earlier when the puzzle is in the state
[45,123,]. The same reasoning applies -- the move of 4 to B is suggested by rule 4 strategy, but blocked
by the disks on peg B. The move she actually makes, 4 to C, is suggested by rules 2 and 3.. Perhaps
rules two and three have priority over the rule four so that when they uniquely determine a move, the rule
four is not considered.

3The protocol is unclear. She may have actually executed the move.

4The existence of a "looking over" phase to the patching was not conjectured by Brown and
VanLehn. It is an intriguing event, for it opens the issue of whether reflection on past actions is necessary
for the formulation of abstract rules.

51n order to get an impasse at line 84, we must assume that rule 4 does not apply. Rule four moves
single disks out of the way, so it will suffice for clearing peg A for a move disk 2 to peg B when the state is
[123,_,_]. Perhaps this rules is being deliberately ignored, just as rule 6 is, in order to form a more general
rule. An alternative interpretation of the protocol would be to assume that the pause at line 84 comes
from unexplained causes, and that the generalization attributed to line 84 occurs somewhere else, such
as line 81 or line 87.
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6 The reasoning would be: If the goal is to move a disk from peg S to peg T, and there are some
disks in the way, then they must all be moved out of the way. Thus, they must all be moved to the peg
that is not involved in the move. Thus, they must be placed in a pyramid on the peg that is not involved in
the move. The bottom disk of that pyramid must be moved first to that peg. The bottom disk is the
biggest disk of the ones blocking the initial goal move. Summing up: if the goal is to move a disk from a
peg to another peg, then move the largest blocking disk to the peg that is not involved in the move.


